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DDN | Convergence-driven HPC Market
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2 DDN | What is “Converged storage”? 

Source: Wikipedia
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3 DDN | Reducing Latency & Accelerating IO
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DDN Converged & Hyper-Converged
In-Storage Processing

SFA Real-Time, 
Parallel Storage OS

SFA Real-Time, 
Parallel Storage OS

ReACT® and SFX ® Cache ReACT ® and SFX ® Cache

DDN VM I/O Driver
DMA Access To Storage

DDN VM I/O Driver
DMA Access To Storage

VMs per array for EXAScaler 
OSS and MDS nodes, or 
GridScaler NSD servers

Custom device driver 
presents only low-latency 
memory pointers to 
embedded applications 

I/O 
Bridge

FDR IB or 10/40Gig Ethernet 
ports are engineered with 
high-speed drivers and 
dedicated to VMs; eliminating 
resource contention.

DDN’s Embedded Platforms:
§ The First Open Array Architecture to Collocate Compute with Storage
§ Eliminates file system gateways, reduces license expenditure, 

simplifies management
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DDN | IME
DataFlow in the Client: Flexible Erasure Coding
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data and parity buffers sent to IME 
servers

3

COMPUTE NODE

POSIX or MPIIO I/O is issued by 
the application

IME places data 
fragments into buffers 

and builds 
corresponding parity 

buffers

metadata requests passed 
through to the PFS client

1

2

Erasure coding options:

1+1  1+2  1+3
2+1  2+2  2+3
2+3  3+2  3+3
...  ...  ...
15+1 15+2 15+3
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Real-Time IME Adaptive vs. Non-adaptive WRITE 
Performance

Adaptive
heuristic learns
“quickly”

4x Performance
Lost with
Non-adaptive
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7 DDN | Infinite Memory Engine
Application I/O Workflow

Fast Data 
NVM & SSD

Persistent 
Data (Disk)

SFA7700TM

Diverse, high 
concurrency 
applications

Compute

Lightweight IME client 
intercepts application I/O. 
Places fragments into buffers 
+ parity

IME client sends 
fragments to IME 
servers

IME servers write 
buffers to NVM and 
manage internal 
metadata 

IME servers write 
aligned sequential 
I/O to SFA backend 

Parallel File system 
operates at 
maximum efficiency
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8 DDN | Converged storage

Thank You


